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ABSTRACT
Over 87% of US mobile wireless subscriptions are currently held by
LTE-capable devices [34]. However, prior work has demonstrated
that connectivity may not equate to usable service. Even in well-
provisioned urban networks, unusually high usage (such as during
a public event or after a natural disaster) can lead to overload that
makes the LTE service difficult, if not impossible to use, even if
the user is solidly within the coverage area. A typical approach
to detect and quantify overload on LTE networks is to secure the
cooperation of the network provider for access to internal metrics.
An alternative approach is to deploy multiple mobile devices with
active subscriptions to each mobile network operator (MNO). Both
approaches are resource and time intensive. In this work, we pro-
pose a novel method to estimate overload in LTE networks using
only passive measurements, and without requiring provider co-
operation. We use this method to analyze packet-level traces for
three commercial LTE service providers, T-Mobile, Verizon and
AT&T, from several locations during both typical levels of usage
and during public events that yield large, dense crowds. This study
presents the first look at overload estimation through the analysis
of unencrypted broadcast messages. We show that an upsurge in
broadcast reject and cell barring messages can accurately detect an
increase in network overload.
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1 INTRODUCTION
With 3 billion users and growing, LTE is set to become the lead-
ing mobile network technology worldwide in 2019 [24]. With this
growth comes critical challenges in sustaining consistent, high-
quality service to an increasing subscriber base [36]. In a well
provisioned region, sudden escalation in traffic demand from user
equipment (UEs) can occur during large gatherings (e.g., street fes-
tivals, protests). Similarly, after a disaster, damaged infrastructure
and atypical volume of utilization can overwhelm a previously well-
provisioned network. Prior work has also demonstrated that even
in areas that cellular providers claim are well-covered, persistent
over-usage due to insufficient capacity can exist [38].

As a specific example, in 2017, Hurricane Maria brought down
95% of cellular sites in Puerto Rico [21]. As a result, affected citizens
on the ground were unable to request rescue from rising flood wa-
ters. In such disaster scenarios, call volume may overload capacity
even when cellular towers remain functional, causing base stations
to reject calls [32, 43]. Unfortunately, cellular providers have incen-
tive to state that damaged cellular services have been returned to
an operational state. Indeed, after Hurricane Maria, statuspr.org
soon reported that over 90% of cell towers were again operational;
however, anecdotal evidence indicated such statistics were grossly
over-stated.

To remedy this disparity between reported coverage and actual
usability, individual users, watchdog groups and government agen-
cies need tools to verify whether a network is adequately serving
customers. After a disaster the FCC typically receives outage re-
ports from telecoms, for instance [22], but the actual usability, due
in part to overload, on active towers is difficult to assess without
access to the internal network. Ideally, public entities should be
able to assess the overload and operational status/usability for a
particular base station. Further, they should be able to accomplish
this without relying on the cooperation of a cellular provider.

To address this critical need, we propose a novel solution to
infer overload in LTE networks based on messages broadcast by
the eNodeB. Through the analysis of multiple message types, we
draw clear comparisons between instances of high network uti-
lization and typical operating conditions for several eNodeBs. Our
results indicate that eNodeBs demonstrate measurable performance
differences indicative of overload conditions.

Importantly, our solution works without the cooperation of the
cellular provider. Using low-cost, readily usable off-the-shelf equip-
ment, we demonstrate that unencrypted broadcast messages sent by
the eNodeB [12] on the broadcast channel can be passively collected
and analyzed to estimate local overload, and hence usability.
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We quantify our results by computing two normalized metrics,
which are proportional to the number of connection reject messages
and cell barring signals (cellBarred), respectively (cell barring
signals prohibit UEs from camping on a particular cell). In addition,
we evaluate the back-off timer (waitTime) encapsulated in each
reject message. Note that in LTE, a connection reject message does
not contain a rejection case. Consequently, we must use higher
waitTime values, coupled with high rates of connection request
denials, to reveal possible overload.

To test the operation of our system, we perform multiple mea-
surement campaigns: two at events with unusually large crowd
gatherings, and two at those same locations but during times of
typical usage. Through these measurement campaigns, we collect
and analyze over 3.2 million LTE frames. Our analysis indicates
that overload on an eNodeB can be identified through an increase
in reject messages and mean back-off time. Moreover, these events
are often accompanied by a significant increase in cell barring sig-
nals. We show that overloaded cell towers frequently deny larger
percentages of connection requests and issue higher waitTime as
compared to typical utilization periods. Further, we observe an
unusual number of barring signals prohibiting UEs from camping
on their desired eNodeBs.

2 RELATEDWORK
Diagnostic methods in LTE networks are known to be cumbersome.
This includes packet-level analysis to estimate overload, because
messages transmitted after the connection establishment stage are
invisible to a passive device. As a result, there is little prior work
that leverages passive measurements to detect overload.

Previous work has led to the development of several network
analysis tools. xgoldmon [20], for instance, can monitor control
plane messages over 2G/3G but not LTE. SCAT [26] is a tool de-
signed to detect problems in cellular networks, which although
quite useful is limited to only active monitoring on Qualcomm
and Samsung basebands. QXDM [31] is a tool developed to diagnose
network statistics that is limited to only Qualcomm baseband and
requires a paid license. While [28, 39, 40] offer very similar feature
sets to the tools discussed above, they are not tailored to work
with software defined radios for passive monitoring. Schmitt et
al. [37, 38] employ a comparable approach to ours, except their
study is limited to GSM networks. We believe the biggest draw-
back of these prior tools is their inability to work with passive
measurement devices, such as software-defined radios (SDRs).

Several prior works have studied various congestion control
algorithms in LTE networks [19, 27, 30, 41], but little work has
explored overload detection without involving an active monitoring
aspect. Torres et al. [42] use machine learning models to predict
network congestion. However, their approach requires considerable
historical data and is not suitable for urban sectors where eNodeBs
are upgraded regularly to cater to increasing user bases, nor can it
be used to assess current overload levels. Chakraborty et al. [15]
introduce LoadSense, which offers a measure of cellular load using
channel sensing at the PHY layer. Similarly, [44] allows a client
to efficiently monitor the LTE basestation’s PHY-layer resource
allocation, and then map such information to an estimation of
available bandwidth. Cellular Link Aware Web loading (CLAW) is

Figure 1: Flow diagram for connection reject message.

proposed in [45], which boosts mobileWeb loading using a physical-
layer informed transport protocol. Although the aforementioned
tools can estimate whether the radio resources are fully allocated,
they do not explicitly reveal whether the network is overloaded.

Our method focuses primarily on analyzing messages broadcast
before a connection is established, as thesemessages can be captured
and analyzed by low-cost SDRs. Our approach is portable, scalable,
independent of any proprietary platform (e.g., Qualcomm, Samsung,
etc.) and works with any cellular service.

3 BACKGROUND
In our work we examine cellular transmissions using software-
defined radios. While most of the transmissions on LTE are en-
crypted between the eNodeB (LTE base station) and UE (user equip-
ment, such as a cellphone) [11], connection establishment messages
are sent in the clear. We use these messages in order to determine
overload, as described in the following sections.

3.1 Radio Resource Control (RRC)
The RRC protocol [5, 10] supports the transfer of common Non-
Access Stratum (NAS) [4] information (which is applicable to all
UEs) as well as dedicated NAS information (which is applicable only
to a specific UE). Directed RRC messages (unicast to a single UE)
are transferred across Signalling Radio Bearers (SRB)s, which are
mapped onto logical channels [6, 7] – either the Common Control
CHannel (CCCH) during connection establishment or a Dedicated
Control CHannel (DCCH) if the UE is in an active connection state.
Similarly, System Information (SI) messages are mapped to the
Broadcast Control CHannel (BCCH). Since messages on DCCH are
on a private channel, they cannot be decoded by passive monitoring
devices.

Common Control CHannel (CCCH): This channel is used to
deliver control information in both uplink and downlink directions
when there is no confirmed association between a UE and the
eNodeB – i.e. during connection establishment. Messages on this
channel are transmitted in the clear, and can be passively decoded.
We leverage this knowledge to analyze signalling messages and
estimate the overload level in an eNodeB.

Broadcast Control CHannel (BCCH): This is a downlink chan-
nel that is used to broadcast System Information (SI). It consists of
the Master Information Block (MIB) and a number of System Infor-
mation Blocks (SIBs). TheMIB and SIBs are broadcast through Radio
Resource Control (RRC) messages. SIB1 is carried by SystemInfor-
mationBlockType1 message. Though there are other SI messages,
we focus on SIB1 for the purpose of this study. SIB1 contains the cell
barring (cellBarred) status, which indicates whether or not a UE
may choose the cell. When cellBarred status is indicated, the UE
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Table 1: SRB0 Summary
Channel Type RLC Mode

CCCH Transparent
(Decodable from passive capture)

Direction RRC Message

Downlink RRC Connection Setup
RRC Connection Reject

Uplink RRC Connection Request

is not permitted to select/reselect this cell, not even for emergency
calls [9]. In that case, the UE may connect to another cell.

3.2 Signalling Radio Bearers
A Signalling Radio Bearer (SRB) [8] carries CCCH signalling data.
An SRB is used during connection establishment to establish the
Radio Access Bearers (RABs) and to deliver signalling while on the
connection (for instance, to perform a handover, reconfiguration
or release). There are three types of SRBs. SRB0 uses the CCCH
channel with transparent mode RLC while SRB1 and SRB2 use the
dedicated channel with acknowledged mode RLC. In other words,
SRB0 can be decoded by non-network equipment such as a software
defined radio in the vicinity, while SRB1 and SRB2 cannot. Table 1
shows various signalling messages SRB0 carries.

For our study, we focus on RRCConnectionReject messages
(solid arrow in Figure 1) with corresponding waitTime (back-off
time, before a UE can again initiate a connection) values, Connectio-
nRequest messages, and cellBarred signals (BCCH). We formu-
late two normalized metrics based on the percentage of reject mes-
sages per request sent and the ratio of cellBarred signals to the
number of SIB1 messages transmitted over thirty-second time bins.

3.3 Managing Overload
Overload management is invoked in order to unburden a cell to an
acceptable level when overload is detected, for instance if the cell
load remains above a threshold for some continuous period. An
alternative strategy, such as that used by WCDMA, is to lower the
bit rates of connected users until the load returns to an acceptable
level [29]. However, in a pure packet-based system such as LTE, the
user bit rate is maintained at the MAC scheduler [17], which already
provides a soft degradation of user throughput as the system load
increases. Thus, if overload is detected in a cell the system must
remove a subset of the connected bearers until the load is reduced
to an acceptable level. Admission Control [25] is used to restrict
the number of UEs given access to the system, in order to provide
acceptable QoS to admitted users.

4 IMPLEMENTATION
4.1 Experimental Setup
In our experimental setup, our receiver is comprised of an Ettus
Research USRP B210 [33] SDR attached to a MPantenna SUPER-M
ULTRA Mobile Antenna with a frequency range from 25MHz to
6GHz [13]. The USRP is connected to a Lenovo ThinkPad W550s
laptop for data collection and post-processing. We use the srsUE
mode in the open-source srsLTE software suite [23] to locate avail-
able cells in the vicinity by scanning all frequency bands. On the

Listing 1: Snapshot of a decoded DL - CCCH message show-
ing RRCConectionReject.

1 " u s e r _ d l t " : "DLT : 1 47 , Pay load : l t e − r r c . d l . ccch \
2 ( LTE Radio Resource Con t ro l ( RRC ) p r o t o c o l ) " ,
3 " l t e − r r c . DL_CCCH_Message_element " : {
4 " per . c ho i c e _ i nd ex " : " 0 " ,
5 " l t e − r r c . message " : " 0 " ,
6 " l t e − r r c . mes sage_ t r e e " : {
7 " per . c ho i c e _ i nd ex " : " 2 " ,
8 " l t e − r r c . c 1 " : " 2 " ,
9 " l t e − r r c . c 1 _ t r e e " : {
10 "lte-rrc.rrcConnectionReject_element" : {
11 " per . c ho i c e _ i nd ex " : " 0 " ,
12 " l t e − r r c . c r i t i c a l E x t e n s i o n s " : " 0 " ,
13 " l t e − r r c . c r i t i c a l E x t e n s i o n s _ t r e e " : {
14 " per . c ho i c e _ i nd ex " : " 0 " ,
15 " l t e − r r c . c 1 " : " 0 " ,
16 " l t e − r r c . c 1 _ t r e e " : {
17 " l t e − r r c . r r cConn e c t i o nR e j e c t _ r 8 _e lement " : {
18 " per . o p t i o n a l _ f i e l d _ b i t " : " 1 " ,
19 "lte-rrc.waitTime": "6"
20 " l t e − r r c . n onC r i t i c a l E x t e n s i o n _ e l emen t " : {
21 " per . o p t i o n a l _ f i e l d _ b i t " : " 1 " ,
22 " per . o p t i o n a l _ f i e l d _ b i t " : " 1 " ,
23 " per . o c t e t _ s t r i n g _ l e n g t h " : " 2 0 48 " ,
24 " l t e − r r c . l a t eN o nC r i t i c a l E x t e n s i o n " :
25 " 3 4 : 0 7 : 7 9 : f 0 : 2 c : e 7 : 9 0 : 0 0 : 2 8 : 0 7 : 6 3 : 4 8 : 3 1 : b7 : 9 0 : 0 0 :
26 38 : 0 7 : 0 4 : f 0 : 2 2 : 6 7 : 8 1 : 0 8 : 3 0 : 8 7 : 9 e : 4 0 : 3 f : 3 7 : 6 0 : 7 0 :
27 20 : 2 7 : 8 2 : 0 0 : 2 1 : 1 7 : 4 c : 8 8 : 3 6 : 4 7 : 8 0 : 0 0 : 2 0 : 0 7 : 1 5 : 0 0 :
28 2 a : 9 7 : 9 0 : 0 0 : 2 8 : 1 7 : 9 5 : 3 0 : 2 a : 9 7 : 9 9 : 3 0 : 2 c : 8 7 : 8 2 : 0 0 :
29 21 : 0 7 : 4 c : f 0 : 3 6 : 7 7 : 8 5 : b0 : 2 2 : d7 : 8 2 : 3 0 : 2 1 : 0 7 : 8 2 : 4 0 :
30 21 : 2 7 : 9 f : 8 0 : 2 f : d7 : 6 8 : 1 8 : 3 3 : f 7 : 8 4 : 0 0 : 3 2 : 0 7 : 2 3 : 8 0 :
31 21 : d7 : 7 6 : f 0 : 2b : 7 7 : 9 1 : 4 0 : 2 8 : a 7 : 8 1 : 0 0 : 3 0 : 9 7 : 4 2 : 0 0 :
32 21 : 1 7 : 8 8 : 7 0 : 2 4 : 2 7 : 9 6 : 0 0 : 2b : 0 7 : 4 8 : 0 0 : 2 4 : 1 7 : 6 6 : 0 0 :
33 23 : d7 : 9 3 : c 0 : 2 9 : f 7 : 9 4 : 0 0 : 3 a : 0 7 : 5 0 : f 0 : 3 8 : 7 7 : 6 8 : 8 0 :

day of the event, we capture broadcast messages in the form of
binary I/Q samples using srsLTE’s UE usrp_capture utility.

4.2 LTE Packet Decoding
We start with converting binary I/Q samples to hexdumps. To in-
vestigate the extent of overload on eNodeBs, we then transform
the hexdump into network traces using Wireshark’s text2pcap
command [1]. Next, we use lte_rrc lua dissectors to decode LTE
RRC messages using tshark [16]. We employ lte − rrc .dl .ccch and
lte−rrc .ul .ccch protocols to decode RRCmessages on the downlink
and uplink common control channel, respectively. Lastly, we use
the lte − rrc .bcch.dl .sch protocol to decode downlink messages on
the broadcast control channel.

Listing 1 shows a snapshot of the decoded RRC message on the
downlink CCCH. We can see the RRCConnectionReject message
tree along with additional options sent by the eNodeB during the
RRC connection establishment phase. Embedded in this message is
thewaitTime parameter. While reject messages provide an indica-
tion of overload, we can use the value of thewaitTime metric as a
measure of the severity of overload. The value of waitTime is an
integer in the range of 1–16, which defines how many seconds the
UE should wait after reception of the RRCConnectionReject until a
new connection can be attempted. According to 3GPP TS 23.401 [3],
when rejecting an RRC connection request, the eNodeB indicates to
the UE an appropriate timer value that limits further requests, rela-
tive to the severity of overload; the more the overload, the greater
thewaitTime . Upon receiving the RRCConnectionReject message,
the UE starts timer T302 [10], with the timer value set towaitTime .
The UE is not allowed to send another RRCConnectionRequest for
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(a) SPD dataset.
Balboa Park, San Diego, CA

(b) CSR dataset.
Downtown San Diego, CA

Figure 2: Google aerial map of experimental datasets.

mobile originating calls, signalling, terminating access or circuit-
switched fallback (CSFB) [2, 14] on the same cell until the expiry
of T302. Note that in LTE, the RRCConnectionReject message does
not contain a RejectionCause, thereforewaitTime , in conjunction
with reject messages, is a crucial parameter in assessing the level
of overload.

4.3 Datasets
To test our proposed solution, we identify times and locations in
which we anticipate cellular overload, capture traces, and then com-
pare network performance in those traces with baselines captured
in the same location during normal operating conditions (when
no network overload is likely to occur). We select spaces that are
anticipated to have large gatherings but that are unlikely to be pro-
visioned for large crowds (i.e. city streets as opposed to stadiums
which typically have sufficient network capacity to handle crowds).

Our hypothesis is that during large crowds we will observe
higher numbers of RRCConnectionReject messages than in times
of regular operation. Overall, our dataset consists of over 3.2 million
frames, with data collection that lasts for a cumulative duration
of about 5.2 hours. While it is not possible to compute the exact
number of UEs in the vicinity due to the lack of international mo-
bile subscriber identity (IMSI) number in broadcast messages for
security reasons, measuring the number of temporary unique UE
IDs (uniqueUeID) in RRC Connection Requests allows us to esti-
mate the number of active UEs present nearby.

St. Patrick’s Day (SPD): We collect cellular traces during the
2019 St. Patrick’s Day parade adjacent to Balboa Park in San Diego,
CA [35]. The parade was held on Saturday March 16th , beginning
at 10:00AM and ending around noon, while the public fair lasted
through 3:30PM. We physically positioned our data collection de-
vices within the crowd to better assess the eNodeBs serving this
particular region as shown in (Figure 2(a)). The total duration of
data collection is about 76 minutes, which resulted in over 1.1 mil-
lion LTE frames. We observe 27,349 uniqueUeIDs.

St. Patrick’s Day Baseline (SPD_base): As a point of comparison
for the SPD dataset, we again gather LTE traces from the same
location, from 8pm to 9pm on Tuesday March 26th . Collection in
the evening on a weekday helped us to avoid unexpected large
gatherings in the many venues of the park, while still capturing

activity of local nightlife. Compared to the SPD dataset we expect
this dataset to exhibit low levels of overload, acting as a baseline for
the location. Indeed, we see about 6,992 uniqueUeIDs. We collect a
little over 275K frames in 65 minutes.

ShamROCK Concert (CSR): We collect traces from the Sham-
ROCK concert in the downtown area of San Diego [18] on March
16th . The event started at 7:00 PM and lasted until midnight. We col-
lect 113 minutes (~1.7 million frames) of traces during this time pe-
rioe. This event/location combination (as shown in Figure 2(b))100
was selected because we anticipated that the amount of cellular
traffic during the event would well-exceed the typical traffic load.
Because this location (city streets) does not typically have large
crowds, we expect there to be network overload during a large
event. This dataset contains 42,433 uniqueUeIDs.

ShamROCKConcert Baseline (CSR_base): As a baseline to the
CSR dataset, we capture additional traces (~135K frames) in the
same location from 9:30pm to 10:30pm on March 26th , when the
number of pedestrians and amount of vehicular traffic was more
representative of normal operating hours. We detect only 3,338
uniqueUeIDs during this data capture.

5 EVALUATION
We analyze five RRC elements: (a) RRCConnectionReject, (b) wait-
Time, (c) RRCConnectionRequest, (d) cellBarred signal and (e)
number of SIB1s transmitted (#SIB1). Collectively, we refer to this
data as "RRC metrics". We plot the values of these RRC metrics
over thirty-second bins. We found that thirty-second bins were
appropriate for our analysis because smaller time bins had little
to no relative variation between the samples; however, we missed
out on important data points when we used sixty-second or larger
bins. In our evaluation, we observe that the rate of transmitted
RRCConnectionReject messages is considerably higher in SPD
and CSR than their respective baselines, in accordance with our
initial hypothesis. Further, we discover an increase in cellBarred
signals andwaitTime values in overloaded datasets (i.e., SPD and
CPR).

5.1 Rejects
According to[8], an eNodeBmay send an RRCConnectionReject in
response to the UE’s RRCConnectionRequest for exactly one of the
following three reasons: (i) the eNodeB is overloaded (e.g., severe
increase in requesting UEs that the eNodeB cannot accommodate);
(ii) the necessary radio resources for the connection setup cannot
be provided (for instance, damaged equipment on eNodeB that
results in limited access to the core network); or (iii) the Mobility
Management Entity (MME) is overloaded. The MME is the key
control-node for the LTE access network, which serves several
eNodeBs. It is in charge of all the control plane functions related
to subscriber and session management. Once the MME detects
overload, it transmits an overload start message to the affected
eNodeBs, signalling them to reject connection request messages
that are for non-emergency and non-high priority mobile originated
services.

Analysis of the reject messages sent over a fixed time interval can
quantify the level of overload in the network. Figure 3 illustrates
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Figure 3: Number of RRCConnectionReject messages trans-
mitted in thirty-second bins.

the average number of reject messages transmitted in thirty-second
bins. As predicted, we notice significantly more reject messages in
the SPD and CSR datasets. Figure 3(a) indicates that there are, on
average, eight times more reject messages during the SPD parade
compared to the SPD baseline (Figure 3(b)). Similarly, we observe a
fifteen-fold increase in reject messages in Figure 3(c) as compared
to Figure 3(d). This significant increase in reject messages is a clear
indication of an increase in cellular network utilization.

5.2 Phi (Φ) Measure
To better understand how overload levels vary, we examine a nor-
malized second-order metric. We define the Phi (Φ) measure as the
ratio of the number of RRCConnectionRejectmessages to the num-
ber of RRCConnectionRequest messages. Once again, we choose a
bin size of 30 seconds. The Phi measure provides an indication of
the severity of overload, as it reflects the percentage of new users
who were unable to connect to the network. In future studies, we
wish to examine the temporal variation in Phi (or the number of
new users that were rejected) in order to quantify the maximum
acceptable load threshold in eNodeBs. As expected, there is a con-
siderable difference between overloaded datasets (i.e., SPG and CSR)
and their respective baselines. Figure 4(a) shows that Phi is as much
as three times that in Figure 4(b). This difference is even more pro-
nounced in Figure 4(c), where Phi is more than seven times that in
Figure 4(d). This trend is similar to what we observed in Section 5.1.
It is also indicative of the relationship between the number of UEs
(# uniqueUeIDs) to the tendency towards network overload, as is
expected.
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Figure 4: Phi (Φ) measure in thirty-second bins.

5.3 Average waitTime
When we compare the average waitTime across datasets in Figure
5, we observe that SPD and CSR have longer waitTimes than their
baselines. We also see that AT&T performs worse in SPD, closely
followed by T-Mobile. In CSR, T-Mobile appears to perform slightly
worse than AT&T. Verizon, however, shows lower waitTime in all
of the datasets. Note that the sample sizes of these distributions
are proportional to the number of reject messages, as shown in
Figure 3. Nevertheless, all of the telecom providers transmit longer
waitTimes during increases in traffic demand.

Longer waitTime in SPD and CSR is perhaps explained by the
high proportion of UEs (# uniqueUeIDs) in the given location. If
the magnitude of UEs is great enough to result in overload, eN-
odeBs start to curtail overload conditions by engaging proprietary
mitigation schemes, one of which is transmitting longer waitTime.
The overall result is a confirmation of our hypothesis that these
messages and parameter values can be used to infer overload. The
comparison is noteworthy as it supports our earlier results where
we compute RRCConnectionReject messages. Average waitTime
serves as an additional indicator of overloaded eNodeBs.

5.4 Omega (Ω) Measure
In addition to the rejectmessages and their corresponding waitTime,
cellBarred status is a crucial parameter that can indicate overload
in an eNodeB. The cellBarred status transmitted within a system
information block 1 (SIB1) message indicates that the UE is not
allowed to camp on a particular cell. We suspect that during over-
load conditions, cells can initiate load balancing by systematically
preventing UEs from anchoring on them. In order to evaluate our
theory, we analyze cellBarred messages to compare the percent-
age of these messages in our datasets.
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Figure 6: Omega (Ω) measure in thirty-second bins.

The Omega (Ω) metric allows us to measure the ratio of cellBar−
red signals transmitted to the number of SIB1 frames received, in
thirty-second bins. We use this second-order metric to establish
a correlation between Omega and overload. Figure 6 depicts the
variation in Omega across all datasets. We observe an increase of
20% in SPD and CSR datasets over their respective baselines. This
indicates a relationship between cell barring signals and overload,
confirming our hypothesis. However, it is interesting to observe
that each of the mobile network operators (i.e., T-Mobile, Verizon
and AT&T) have comparable Omega values in SPD and CSR, even
though they exhibit noticeably different trends in Figures 3 and 4.
That is because the inherent load-handling capacity of eNodeBs, as
well as the density of users served, apparently differs. This suggests
that overloaded eNodeBs operating in disparate network conditions
prefer to consistently reject incoming connection requests rather
than broadcast unavailability (through cell barring messages), re-
gardless of their proprietary overload mitigation schemes.

6 CONCLUSION
In this work, we propose a novel method to assess overload in
nearby LTE eNodeBs, utilizing off-the-shelf hardware and without
requiring cooperation of the cellular provider. Our analysis offers
convincing evidence that messages broadcast by the eNodeB can
be used to detect cellular overload using passive monitoring. In
future work we will explore how passive overload inference can
be leveraged in a system for automated overload mapping using
ground-based data collection and Unmanned Aircraft Systems, in-
dependent of collaboration from a cellular provider. Such tools can

be leveraged by regulators and policy makers and allow targeted
deployment of alternative communication channels.
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